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Smooth L1 Loss

Introduction
The Smooth L1 loss is used for doing box regression on some object detection systems, (SSD, 
Fast/Faster RCNN) according to those papers this loss is less sensitive to outliers, than other regression 
loss, like L2 which is used on R-CNN and SPPNet.
On the Fast RCNN paper, section 2.3 is claimed that the L2 loss need a smaller learning rate to avoid 
exploding gradients.

Where x will be the L1 distance between 2 vectors.

observe on the Plot that the transition point where the function changes from quadratic to linear is at 
zero.

Defining L1 or Manhatan distance
Let 
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Calculating the smooth L1 with vectors p,q

0.080
If you play with p,q you will observe that the loss will become much lower than L1 if p,q are similar, ex 

 and , on this case L1=0.4 but SmoothL1=0.080

Get the derivative of Smooth L1 w.r.t to it's input
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During the training of Faster RCNN (Region proposal network loss) the smooth L1 use a parameter 
called sigma. This parameter will control the point where the function will change from quadratic to 
linear. On his case sigma=3, the author claimed that he did this because the targets of the box are not 
normalized by their std-deviation, and those statistics keep changing a lot during training.
During one of the faster rcnn issues the author he said that would probably change this loss to a normal 
L1 loss.
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Observe that when we increase sigma our smooth L1 start to become a normal L1 loss, (Which confirm 
that the author said about changing to L1 on the RPN loss)
Algorithms like SSD detector still uses the original Smooth L1 loss without this new sigma parameter.
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